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Abstract: The global exponential stability is investigated for a class of reaction-diffusion Cohen-Grossberg-type
BAM neural networks with time delays. By constructing suitable Lyapunov functional and using homeomorphism
mapping, several sufficient conditions guaranteeing the existence, uniqueness and global exponential stability of
reaction-diffusion Cohen-Grossberg-type BAM neural networks with time delays are given. Moreover, two illus-
trative examples are presented to illustrate the feasibility and effectiveness of our results.
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1 Introduction
Bi-directional associative memory (BAM) neural net-
works, first introduced by Kosko[1], is a special class
of recurrent neural networks that can store bipolar
vector pairs. In recent decades, BAM neural networks
has been successfully applied to pattern recognition
and artificial intelligence due to its generalization of
single-layer auto-associative Hebbian correlator to a
two-layer pattern-matched hetero-associative circuits.
In the designs and applications of networks, the sta-
bility of the designed neural network is one of the
most important issues . There have been Many re-
sults concerning mainly on the existence and stabil-
ity of the equilibrium point of BAM neural networks
(see[2-10]).

As we know, Cohen-Grossberg neural net-
work(CGNN), which includes a lot of famous neu-
ral networks such as Lotka-Volterra system, Hop field
neural networks and cellular neural networks, and
so on, has attracted considerable attention for its
potential applications in classification, parallel com-
putation, associative memory and great ability to
solve difficult optimization problems since initially
proposed and studied by Cohen and Grossberg in
1983 [11]. Based on BAM neural networks and
Cohen-Grossberg neural networks, Cohen-Grossberg-
type BAM neural networks (i.e., the BAM model
that possesses Cohen-Grossberg dynamics) was nat-
urally proposed and received overwhelming attention.
Many researchers devoted to the dynamical analysis
of Cohen-Grossberg-type BAM neural networks in re-

cent years, especially the asymptotic and exponen-
tial stability (see[12-21]), which has the extremely
close relation with the application of networks. For
example, In [12], Cao and Song further investigated
the global exponential stability for Cohen-Grossberg-
type BAM neural networks with time-varying de-
lays by using Lyapunov function, M-matrix theory
and inequality technique. In [13], by constructing a
suitable Lyapunov functional, the asymptotic stabil-
ity was investigated for Cohen-Grossberg-type BAM
neural network. In [14], the authors have proposed
a new Cohen-Grossberg-type BAM neural network
model with time delays, and some new sufficient con-
ditions ensuring the existence and global asymptoti-
cal stability of equilibrium point for this model have
been derived. The authors in [15-18] have inves-
tigated the periodicity of delayed Cohen-Grossberg-
type BAM neural networks with variable coefficients.
In [19-21], authors investigated the stability prob-
lem of Cohen-Grossberg-type BAM neural networks
under the stochastic effects, impulsive effects and
Markovian jumping effects , respectively.

However, In the factual operations, the diffu-
sion phenomena could not be ignored in neural net-
works and electric circuits once electrons transport in
a nonuniform electromagnetic field. So, it is essen-
tial to consider the state variables are varying with the
time and space variables. On the other hand, due to the
finite transmission speed of signals among neurons,
time delays inevitably occur in artificial neural net-
works. Therefore, it is necessary to do some research
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on Cohen-Grossberg-type BAM neural networks with
time delays and reaction-diffusion terms. In [22-
27], authors have considered the stability of Cohen-
Grossberg neural networks with reaction-diffusion
terms neural networks , and with time-varying de-
lays or continuous distribution delays. The study on
the stability of BAM neural networks with delays and
reaction-diffusion terms see ([28-32]). However, To
the best of our knowledge, there have been very few
results on analysis for Cohen-Grossberg-type BAM
neural networks with time delays and reaction diffu-
sion terms.

Motivated by the above discussions, a class of
reaction-diffusion Cohen-Grossberg-type BAM neu-
ral networks with time delays is considered in this pa-
per. We will derive some sufficient conditions of exis-
tence, uniqueness and exponential stability of equilib-
rium points for reaction-diffusion Cohen-Grossberg-
type BAM neutral networks with time delays by
constructing suitable Lyapunov functional and using
homeomorphism mapping. The rest of this paper is
organized as follows: In Section 2 the model formu-
lation and some preliminaries are given. The main
results are stated in Section 3. Finally, two illustrative
examples are given to show the effectiveness of the
proposed theory.

Consider the following reaction-diffusion Cohen-
Grossberg-type BAM neural networks

∂ui(t,x)
∂t =

l∑
k=1

∂
∂xk

(Dik
∂ui(t,x)
∂xk

)

−ai(ui(t, x))[bi(ui(t, x))

−
m∑
j=1

aijfj(vj(t, x))

−
m∑
j=1

cijfj(vj(t− τij , x))− Ii],

∂vj(t,x)
∂t =

l∑
k=1

∂
∂xk

(Ejk
∂vj(t,x)
∂xk

)

−dj(vj(t, x))[ej(vj(t, x))

−
n∑
i=1

bjigi(ui(t, x))

−
n∑
i=1

hjigi(ui(t− σji, x))− Jj ],

(1)

for i = 1, 2, · · · , n, j = 1, 2, · · · ,m, where
x = (x1, x2, · · · , xl)T ∈ Ωi ⊂ Rl and Ωi
is a bounded compact set with smooth boundary
∂Ωi and mes Ωi > 0 in space Rl; u(t, x) =
(u1(t, x), u2(t, x), · · · , un(t, x))T ∈ Rn, v(t, x) =
(v1(t, x), v2(t, x), · · · , vm(t, x))T ∈ Rm, ui(t, x)
and vj(t, x) are the state of the ith neurons from the
neural field FU and the jth neurons from the neu-
ral field FV at time t and in space x , respectively;
Dik > 0 and Ejk > 0 correspond to the transmis-
sion reaction-diffusion operator along the ith neurons

and the jth neurons, respectively; fj and gi denote
the activation function of the jth neurons and the ith
neurons at time t and in space x, respectively ; aij
and cij weights the strength of the ith neuron on the
jth neuron at the time t and t − τij , respectively; bji
and hji weights the strength of the jth neuron on the
ith neuron at the time t and t − σji, respectively;
τij ≥ 0 and σji ≥ 0 are nonnegative constants, they
correspond to finite speed of axonal signal transmis-
sion; Ii, Jj denote the external inputs on the ith neu-
ron from FU and the jth neuron from FV , respec-
tively; ai(ui(t, x)) and dj(vj(t, x)) represent amplifi-
cation functions; bi(ui(t, x)) and ej(vj(t, x)) are ap-
propriately behaved functions such that the solutions
of model(1) remain bounded.

The boundary conditions and initial conditions of
system (1) are given by

∂ui(t,x)
∂n = (∂ui(t,x)∂x1

, ∂ui(t,x)∂x2
, · · · , ∂ui(t,x)∂xl

)T = 0,

x ∈ ∂Ωi, i = 1, 2, · · · , n,
∂vj(t,x)
∂n = (

∂vj(t,x)
∂x1

,
∂vj(t,x)
∂x2

, · · · , ∂vj(t,x)∂xl
)T = 0,

x ∈ ∂Ωi, j = 1, 2, · · · ,m.
(2)

and {
ui(s, x) = ϕui(s, x), s ∈ [−σ, 0],
vj(s, x) = ϕvj(s, x), s ∈ [−τ, 0], (3)

for x ∈ Ωi, i = 1, 2, · · · , n, j = 1, 2, · · · ,m, where
σ = max

1≤i≤n,1≤j≤m
{σji}, τ = max

1≤i≤n,1≤j≤m
{τij},

ϕui(s, x) and ϕvj(s, x) are bounded and continuous
on [−δ, 0]× Ωi, δ = max{σ, τ}.

2 Preliminaries
In order to establish the stability conditions for system
(1), we first give some usual assumptions.

(H1): For each i = 1, 2, . . . , n; j = 1, 2, . . . ,m,
the amplification functions ai(z), dj(z) are positive
and continuously bounded, that is, there exist con-
stants 0 < ai < āi, and 0 < dj < d̄j , such
that ai ≤ ai(z) ≤ āi, dj ≤ dj(z) ≤ d̄j for all
z ∈ R = (−∞,+∞).

(H2): bi(z) and ej(z) are locally Lipschitz con-
tinuous, and there exist βi > 0 and γj > 0, i =
1, 2, . . . , n; j = 1, 2, . . . ,m, such that z[bi(z + y) −
bi(y)] ≥ βiz

2, z[ej(z+y)−ej(y)] ≥ γjz
2, z, y ∈

R.
(H3): The activation functions fj and gi(i =

1, 2, . . . , n; j = 1, 2, . . . ,m) satisfy Lipschitz condi-
tion, that is, there exist constant Fj > 0 and Gi > 0,
such that

|fj(ξ1)− fj(ξ2)| ≤ Fj |ξ1 − ξ2|,
|gi(ξ1)− gi(ξ2)| ≤ Gi|ξ1 − ξ2|,
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for any ξ1, ξ2 ∈ R.
Let a∗i = ai/āi,d

∗
j = dj/d̄j , and

u(t, x) = (u1(t, x), u2(t, x), · · · , un(t, x))T ,
v(t, x) = (v1(t, x), v2(t, x), · · · , vm(t, x))T ,
(u(t, x), v(t, x))T

= (u1(t, x), · · · , un(t, x), v1(t, x), · · · , vm(t, x))T
u∗ = (u∗1, u

∗
2, · · · , u∗n)T , v∗ = (v∗1, v

∗
2, · · · , v∗m)T ,

(u∗, v∗)T = (u∗1, u
∗
2, · · · , u∗n, v∗1, v∗2, · · · , v∗m)T .

Definition 1 The point (u∗, v∗)T is called a equilib-
rium point of system (1), if it satisfies the following
equations

−bi(u∗i ) +
m∑
j=1

aijfj(v
∗
j ) +

m∑
j=1

cijfj(v
∗
j ) + Ii = 0,

−ej(v∗j ) +
n∑
i=1

bjigi(u
∗
i ) +

n∑
i=1

hjigi(u
∗
i ) + Jj = 0,

(4)
for i = 1, 2, · · · , n, j = 1, 2, · · · ,m.

Definition 2 Let (u∗, v∗)T be the equilibrium point of
system (1), we define the norm

∥ui(t, x)− u∗i ∥22 =
∫
Ω

(ui(t, x)− u∗i )
2dx,

∥vj(t, x)− v∗j ∥22 =
∫
Ω

(vj(t, x)− v∗j )
2dx,

∥ϕu − u∗∥2 = sup
−σ≤t≤0

n∑
i=1

∥ϕui(t, x)− u∗i ∥2,

∥ϕv − v∗∥2 = sup
−τ≤t≤0

m∑
j=1

∥ϕvj(t, x)− v∗j ∥2,

∥u∥2 =
n∑
i=1

|ui(t, x)|2, ∥v∥2 =
m∑
j=1

|vi(t, x)|2,

where ϕu = (ϕu1, ϕu2, · · · , ϕun)T and ϕv =
(ϕv1, ϕv2, · · · , ϕvm)T are initial values.

Definition 3 The equilibrium point (u∗, v∗)T of
system (1) is said to be globally exponentially stable,
if there exist constants α > 0 and M ≥ 1 such that

n∑
i=1

∥ui(t, x)− u∗i ∥2 +
m∑
j=1

∥vj(t, x)− v∗j ∥2

≤Me−αt[∥ϕu − u∗∥2 + ∥ϕv − v∗∥2],
for all t ≥ 0, where
(u(t, x), v(t, x))T = (u1(t, x), u2(t, x), · · ·un(t, x),
v1(t, x), v2(t, x), vm(t, x))

T is any solution of system
(1) with boundary conditions (2) and initial condi-
tions(3).

Lemma 4 [33] If H(u) ∈ C0, and it satisfies the fol-
lowing conditions

1) H(u) is injective on Rn,
2) ∥H(u)∥ → +∞, as ∥u∥ → +∞,

then H(u) is a homeomorphism of Rn.

Lemma 5 Assume that

−a∗iβi +
m∑
j=1

|bji|Gi +
m∑
j=1

|hji|Gi < 0,

−d∗jγj +
n∑
i=1

|aij |Fj +
n∑
i=1

|cij |Fj < 0,

for i = 1, 2, · · · , n, j = 1, 2, · · · ,m, then there exists
α > 0, such that

α

āi
− a∗i βi +

m∑
j=1

|bji|Gi + eασ
m∑
j=1

|hji|Gi ≤ 0,

α

d̄j
− d∗jγj +

n∑
i=1

|aij |Fj + eατ
n∑
i=1

|cij |Fj ≤ 0,

for i = 1, 2, . . . .n, j = 1, 2, . . . .m.

Proof. Let
φi(α) =

α
āi

− a∗iβi +
m∑
j=1

|bji|Gi + eασ
m∑
j=1

|hji|Gi,

i = 1, 2, . . . , n,

ψj(α) =
α
d̄j

− d∗jγj +
n∑
i=1

|aij |Fj + eατ
n∑
i=1

|cij |Fj ,

j = 1, 2, . . . ,m,
then they hold that
dφi(α)
dα > 0, lim

α→+∞
φi(α) = +∞, φi(0) < 0,

i = 1, 2, . . . , n,
dψj(α)
dα > 0, lim

α→+∞
ψj(α) = +∞, ψj(0) < 0,

j = 1, 2, . . . ,m.
Therefore, there exist constants αi and α∗

j ∈ (0,+∞),
such that
φi(αi) = 0, i = 1, 2, . . . , n, ψj(α

∗
j ) = 0,

j = 1, 2, . . . ,m.
We choose
α = min{α1, α2, . . . , αn, α

∗
1, α

∗
2, . . . , α

∗
m}, then

α > 0 and it satisfies that φi(α) ≤ 0, i =
1, 2, . . . , n, ψj(α) ≤ 0, j = 1, 2, . . . ,m,
which means there exists constant α > 0, such that
α
āi

− a∗iβi +
m∑
j=1

|bji|Gi + eασ
m∑
j=1

|hji|Gi ≤ 0,

i = 1, 2, . . . , n,

α
d̄j

− d∗jγj +
n∑
i=1

|aij |Fj + eατ
n∑
i=1

|cij |Fj ≤ 0,

j = 1, 2, . . . ,m.
This completes the proof. ⊓⊔

Lemma 6 Assume that

−aiβi +
m∑
j=1

d̄j |bji|Gi +
m∑
j=1

d̄j |hji|Gi < 0,
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−djγj +
n∑
i=1

āi|aij |Fj +
n∑
i=1

āi|cij |Fj < 0,

for i = 1, 2, . . . .n, j = 1, 2, . . . .m, then there exists
α > 0, such that

α− aiβi +

m∑
j=1

d̄j |bji|Gi + eασ
m∑
j=1

d̄j |hji|Gi ≤ 0,

α− djγj +

n∑
i=1

āi|aij |Fj + eατ
n∑
i=1

āi|cij |Fj ≤ 0,

for i = 1, 2, . . . .n, j = 1, 2, . . . .m.

The proof is similar to that in proving Lemma 5,
we omit it. ⊓⊔

3 Main results
In this section, we will derive some sufficient condi-
tions to guarantee the existence, uniqueness and the
exponential stability of the equilibrium point for sys-
tem (1).

Theorem 7 Under hypotheses (H1)−(H3), then the
system (1) has a unique equilibrium point if

−a∗iβi+
1

2

m∑
j=1

[|aij |+∥cij |]Fj+
m∑
j=1

[|bji|+|hji|]Gi < 0,

(5)

−d∗jγj+
n∑
i=1

[|aij |+|cij |]Fj+
1

2

n∑
i=1

[|bij |+|hji|]Gi < 0,

(6)
for i = 1, 2, . . . .n, j = 1, 2, . . . .m.

Proof. Let
H(u, v) = (H1(u, v),H2(u, v), · · · ,Hn(u, v),
Hn+1(u, v), · · · , Hn+m(u, v))

T where Hi(u, v) =

−bi(ui) +
m∑
j=1

aijfj(vj) +
m∑
j=1

cijfj(vj) + Ii, i =

1, 2 · · · , n, and Hn+j(u, v) = −ej(vj) +
n∑
i=1

bjigi(ui) +
n∑
i=1

hjigi(ui) + Jj , j = 1, 2 · · · ,m.

It is known that the solutions of H(u, v) = 0
are the equilibriums of system (1). If the mapping
H(u, v) is a homeomorphism on Rn+m, then there
exists a unique point (u∗, v∗), such that H(u∗, v∗) =
0, i.e., system (1) has a unique equilibrium point
(u∗, v∗). In the following, we shall prove thatH(u, v)
is a homeomorphism.

Firstly, we prove that H(u, v) is an injective
mapping on Rn+m. In fact, if there exist
(u, v) = (u1, u2, · · · , un, v1, v2, · · · , vm)T ,

(ū, v̄) = (ū1, ū2, · · · , ūn, v̄1, v̄2, · · · , v̄m)T ∈ Rn+m,
such that H(u, v) = H(ū, v̄) for (u, v) ̸= (ū, v̄) ,
then
−[bi(ui)− bi(ūi)] +

m∑
j=1

aij(fj(vj)− fj(v̄j))

+
m∑
j=1

cij [fj(vj)− fj(v̄j)] = 0, i = 1, 2 · · · , n. (7)

−[dj(vj)− dj(v̄j)] +
n∑
i=1

bji(gi(ui)− gi(ūi))

+

n∑
i=1

hji[gi(ui)− gi(ūi)] = 0, j = 1, 2 · · · ,m. (8)

By multiplying both sides of (7) by (ui − ūi), we
have

−[bi(ui)− bi(ūi)](ui − ūi)

+(ui − ūi)
m∑
j=1

aij [fj(vj)− fj(v̄j)]

+(ui − ūi)

m∑
j=1

cij [fj(vj)− fj(v̄j)] = 0, (9)

for i = 1, 2 · · · , n.
Which means
−a∗iβi(ui− ūi)2+ |ui− ūi|

m∑
j=1

|aij |.|fj(vj)−fj(v̄j)|

+|ui − ūi|
m∑
j=1

|cij |.|fj(vj)− fj(v̄j)| ≥ 0, (10)

for i = 1, 2 · · · , n.
Since |fj(vj)− fj(v̄j)| ≤ Fj |vj − v̄j |, therefore from
(10), we have

−a∗iβi(ui − ūi)
2 +

m∑
j=1

|cij |Fj |ui − ūi|.|vj − v̄j |

+

m∑
j=1

|cij |Fj |ui − ūi|.|vj − v̄j | ≥ 0, (11)

for i = 1, 2 · · · , n.
Applying the inequality: a2 + b2 ≥ 2|a|.|b| to (11), it
follows that

−a∗iβi(ui − ūi)
2 + 1

2

m∑
j=1

[|aij |

+|cij |]Fj [(ui − ūi)
2 + (vj − v̄j)

2] ≥ 0, (12)

for i = 1, 2 · · · , n.
Similarly, from (8), we derive

−d∗jγj(vj − v̄j)
2 + 1

2

n∑
i=1

[|bji|

+|hji|]Gi[(ui − ūi)
2 + (vj − v̄j)

2] ≥ 0, (13)
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for j = 1, 2 · · · ,m.
Plus the left sides of (12)-(13), and merge the similar
items, we can obtain

n∑
i=1

{−a∗iβi + 1
2

m∑
j=1

[|aij |+ |cij |]Fj

+ 1
2

m∑
j=1

[|bji|+ |hji|]Gi}(ui − ūi)
2

+
m∑
j=1

{−d∗jγj + 1
2

n∑
i=1

[|aij |+ |cij |]Fj

+
1

2

n∑
i=1

[|bji|+ |hji]Gi}(vj − v̄j)
2 ≥ 0. (14)

According to (5) and (6), from (14), it is easy to see
that
ui = ūi, vj = v̄j , for i = 1, 2 · · · , n, j = 1, 2 · · · ,m,
which contradict (u, v) ̸= (ū, v̄). So H(u, v) is an
injective mapping on Rn+m.
Secondly, we prove that ∥H(u, v)∥ → +∞ as
∥(u, v)∥ → +∞.
Let H̃(u, v) = H(u, v)−H(0, 0)

=
(
H̃1(u, v) , H̃2(u, v), · · · , H̃n(u, v),

H̃n+1(u, v), H̃n+2(u, v), · · · , H̃n+m(u, v)
)T

where

H̃i(u, v) = −[bi(ui)− bi(0)]

+
m∑
j=1

aij [fj(vj)− fj(0)] +
m∑
j=1

cij [fj(vj)− fj(0)],

(15)
H̃n+j(u, v) = −[ej(vj)− ej(0)]

+
n∑
i=1

bji[gi(ui)− gi(0)] +
n∑
i=1

hji[gi(ui)− gi(0)],

(16)
for i = 1, 2 · · · , n, j = 1, 2 · · · ,m.
By (15) and (16), we can find

(u, v)T H̃(u, v) =
n∑
i=1

uiH̃i(u, v) +
m∑
j=1

vjH̃n+j(u, v)

=
n∑
i=1

{−[bi(ui)−bi(0)]ui+
m∑
j=1

aijui(fj(vj)−fj(0))

+
m∑
j=1

cijui[fj(vj)− fj(0)]}

+
m∑
j=1

{−[ej(vj)−ej(0)]vj+
n∑
i=1

bjivj(gi(ui)−gi(0))

+
n∑
i=1

hjivj [gi(ui)− gi(0)]}

≤
n∑
i=1

{−a∗i βiu2i +
m∑
j=1

|aij |Fj |ui|.|vj |

+
m∑
j=1

|cij |Fj |ui|.|vj |}+
m∑
j=1

{−d∗jγjv2j

+
n∑
i=1

|bji|Gi|ui|.|vj |+
n∑
i=1

|hji|Gi|ui|.|vj |}

≤
n∑
i=1

{−a∗i βiu2i + 1
2

m∑
j=1

[|aij |+ |cij ]|Fj(u2i + v2j )}

+
m∑
j=1

{−d∗jγjv2j + 1
2

n∑
i=1

[|bji|+ |hji|]Gi(u2i + v2j )}

=
n∑
i=1

{−a∗i βi + 1
2

m∑
j=1

[|aij |+ |cij ]Fj

+ 1
2

m∑
j=1

[|bji|+ |hji|]Gi}u2i +
m∑
j=1

{−d∗jγj

+ 1
2

n∑
i=1

[|aij |+ |cij |]Fj + 1
2

n∑
i=1

[|bji|+ |hji]Gi}v2j

≤ − min
1≤i≤n

{a∗iβi − 1
2

m∑
j=1

[|aij |+ |cij ]Fj − 1
2

m∑
j=1

[|bji|

+ |hji|]Gi}∥u∥2− min
1≤j≤m

{d∗jγj− 1
2

n∑
i=1

[|aij |+ |cij ]Fj

−1

2

n∑
i=1

[|bji|+ |hji|]Gi}∥v∥2. (17)

Using the Schwartz inequality

−XTY ≤ |XTY | ≤ ∥X∥ · ∥Y ∥, (18)

where ∥X∥, ∥Y ∥ are the norms of vectors X and Y ,
respectively. From (17), we get

∥(u, v)∥ · ∥H̃(u, v)∥ ≥ min
1≤i≤n

{a∗iβi − 1
2

m∑
j=1

[|aij | +

|cij ]Fj− 1
2

m∑
j=1

[|bji|+ |hji|]Gi}∥u∥2+ min
1≤j≤m

{d∗jγj−

1
2

n∑
i=1

[|aij |+ |cij ]Fj − 1
2

n∑
i=1

[|bji|+ |hji|]Gi}∥v∥2

≥M(∥u∥2 + ∥v∥2) =M∥(u, v)∥2,
where
M = min{ min

1≤i≤n
{a∗iβi − 1

2

m∑
j=1

[|aij | + |cij |]Fj −

1
2

m∑
j=1

[|bji| + |hji|]Gi}, min
1≤j≤m

{d∗jγj − 1
2

n∑
i=1

[|aij | +

|cij |]Fj − 1
2

n∑
i=1

[|bji|+ |hji|]Gi}}.

When ∥(u, v)∥ ̸= 0, we have ∥H̃(u, v)∥ ≥
M∥(u, v)∥. Therefore ∥H̃(u, v)∥ → +∞ as
∥(u, v)∥ → +∞, which implies that ∥H(u, v)∥ →
+∞ as ∥(u, v)∥ → +∞. From Lemma 4, we know
that H(u, v) is a homeomorphism on Rn+m. Thus ,
system (1) has a unique equilibrium point. This com-
pletes the proof. ⊓⊔

Theorem 8 Under hypotheses (H1)−(H3), then the
unique equilibrium point of system (1) is globally ex-
ponentially stable if (5) and (6) in Theorem 7 hold.
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Proof. By using Theorem 7, system (1) has a
unique equilibrium point. In the following we
will prove the unique equilibrium point (u∗, v∗) =
(u∗1, u

∗
2, · · · , u∗n, v∗1, v∗2, · · · , v∗m)T is globally expo-

nentially stable.
Let

yi(t, x) = ui(t, x)− u∗i ,
zj(t, x) = vj(t, x)− v∗j ,

āi(yi(t, x)) = ai(yi(t, x) + u∗i ),
d̄j(zj(t, x)) = dj(zj(t, x) + v∗j ),

b̄i(yi(t, x)) = bi(yi(t, x) + u∗i )− bi(u
∗
i ),

ēj(zj(t, x)) = ej(zj(t, x) + v∗j )− ej(v
∗
j ),

f̄j(zj(t, x)) = fj(zj(t, x) + v∗j )− fj(v
∗
j ),

ḡi(yi(t, x)) = gi(yi(t, x) + u∗i )− gi(u
∗
i ),

for i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
From (1),(4), we derive
∂yi(t,x)
∂t =

l∑
k=1

∂
∂xk

(Dik
∂yi(t,x)
∂xk

)

− āi(yi(t, x))[b̄i(yi(t, x))−
m∑
j=1

aij f̄j(zj(t, x))

−
m∑
j=1

cij f̄j(zj(t− τij , x))], x ∈ Ωi (19)

∂zj(t,x)
∂t =

l∑
k=1

∂
∂xk

(Ejk
∂zj(t,x)
∂xk

)

− d̄j(zj(t, x))[ēj(zj(t, x))−
n∑
i=1

bij ḡi(yi(t, x))

−
n∑
i=1

hjiḡi(yi(t− σji, x))], x ∈ Ωi, (20)

for i = 1, 2, · · · , n, j = 1, 2, · · · ,m.
Multiply both sides of (19) by yi(t, x) and integrate
with respect to x, we get
1
2
d
dt

∫
Ωi

yi(t, x)
2dx =

l∑
k=1

∫
Ωi

yi
∂
∂xk

(Dik
∂yi(t,x)
∂xk

)dx

−
∫
Ωi

āi(yi(t, x))[yib̄i(yi(t, x))−
m∑
j=1

aijyif̄j(zj(t, x)

−
m∑
j=1

cijyif̄j(zj(t− τij , x))]dx, (21)

for i = 1, 2, · · · , n, j = 1, 2, · · · ,m.
It follows from the boundary condition that
l∑

k=1

∫
Ωi

yi
∂
∂xk

(Dik
∂yi(t,x)
∂xk

)dx

=
∫
Ωi

yi∇(Dik
∂yi(t,x)
∂xk

)lk=1dx

=
∫
Ωi

∇.yi(Dik
∂yi(t,x)
∂xk

)lk=1dx

−
∫
Ωi

(Dik
∂yi(t,x)
∂xk

)lk=1.∇yidx

=
∫
∂Ωi

(yiDik
∂yi(t,x)
∂xk

)lk=1ds

−
l∑

k=1

∫
Ωi

Dik(
∂yi(t,x)
∂xk

)2dx

= −
l∑

k=1

∫
Ωi

Dik(
∂yi(t,x)
∂xk

)2dx,

where (Dik
∂yi(t,x)
∂xk

)lk=1

= (Di1
∂yi(t,x)
∂x1

, Di2
∂yi(t,x)
∂x2

, . . . , Dil
∂yi(t,x)
∂xl

)T .
By (5),(6) and Hölder inequality, from (21) we obtain
d∥yi∥22
dt ≤ −2

l∑
k=1

∫
Ωi

Dik(
∂yi(t,x)
∂xk

)2dx− 2aiβi∥yi∥22

+ 2āi
m∑
j=1

|aij |
∫
Ωi

|yi|.|f̄j(zj(t, x))|dx

+ 2āi
m∑
j=1

|cij |
∫
Ωi

|yi|.|f̄j(zj(t− τij , x))|dx

≤ −2ai∥yi(t)∥22 + 2āi
m∑
j=1

|aij |Fj∥yi(t)∥2.∥zj(t)∥2

+ 2āi
m∑
j=1

|cij |Fj∥yi(t)∥2.∥zj(t− τij)∥2, that is

d∥yi(t)∥2
dt ≤ āi[−a∗i βi∥yi(t)∥2

+

m∑
j=1

|aij |Fj∥zj(t)∥2 +
m∑
j=1

|cij |Fj∥zj(t− τij)∥2],

(22)
for i = 1, 2, · · · , n.
Multiply both sides of (20) by zj(t, x) , similarly, we
also get
d∥zj(t)∥2

dt ≤ d̄j [−d∗jγj∥zj(t)∥2

+

n∑
i=1

|bji|Gi∥yi(t)∥2 +
n∑
i=1

|hji|Gi∥yi(t− σji)∥2],

(23)
for j = 1, 2, · · · ,m.
We consider the following Lyapunov functional

V (t) =
n∑
i=1

1
āi
eαt∥yi∥2 +

m∑
j=1

1
d̄j
eαt∥zj∥2

+
n∑
i=1

m∑
j=1

|cij |Fj
t∫

t−τij
eα(s+τij)∥zj(s)∥2ds

+

m∑
j=1

n∑
i=1

|hji|Gi

t∫
t−σji

eα(s+σji)∥yi(s)∥2ds, (24)

where α is given by Lemma 5.
Calculate the rate of change of V (t) along

(19)-(20), we derive
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D+V (t) ≤ eαt
n∑
i=1

{ αāi ∥yi(t)∥2 − a∗i βi∥yi(t)∥2

+
m∑
j=1

|aij |Fj∥zj(t)∥2 +
m∑
j=1

|cij |Fjeατij∥zj(t)∥2}

+ eαt
m∑
j=1

{ α
d̄j
∥zj(t)|2 − d∗jγj∥zj(t)∥2

+
n∑
i=1

|bji|Gi∥yi(t)∥2 +
n∑
i=1

|hji|.Gieασji∥yi(t)∥2}

≤ eαt
n∑
i=1

{ αāi − a∗iβi +
m∑
j=1

|bji|Gi

+ eασ
m∑
j=1

|hji|Gi}∥yi∥2 + eαt
m∑
j=1

{ α
d̄j

−d∗jγj +
n∑
i=1

|aij |Fj + eατ
n∑
i=1

|cij |Fj}∥zj |2. (25)

By (5)-(6) and Lemma 5, we have

α
āi

− a∗i βi +
m∑
j=1

|bji|Gi + eασ
m∑
j=1

|hji|Gi ≤ 0,

α
d̄j

− d∗jγj +
n∑
i=1

|aij |Fj + eατ
n∑
i=1

|cij |Fj ≤ 0,

for i = 1, 2, . . . .n, j = 1, 2, . . . .m.
From (25), we can find D+V (t) ≤ 0, and so V (t) ≤
V (0), for all t ≥ 0. From (24), we have

V (t) ≥
n∑
i=1

1

āi
eαt∥yi∥2 +

m∑
j=1

1

d̄j
eαt∥zj∥2, t ≥ 0.

(26)

V (0) =
n∑
i=1

1
āi
∥yi(0)∥2 +

m∑
j=1

1
d̄j
∥zj(0)∥2

+
n∑
i=1

m∑
j=1

|cij |Fj
0∫

−τij
eα(s+τij)∥zj(s)∥2ds

+
m∑
j=1

n∑
i=1

|hji|Gi
0∫

−σji
eα(s+σji)∥yi(s)∥2ds,

≤
n∑
i=1

1
āi
∥ϕui(0, x)− u∗i ∥2

+
n∑
i=1

0∫
−τ
eα(s+τ)

m∑
j=1

|cij |Fj∥ϕvj (s, x)− v∗j ∥2ds

+
m∑
j=1

1
d̄j
∥ϕvj (0, x)− v∗j ∥2

+
m∑
j=1

0∫
−σ

eα(s+σ)
n∑
i=1

|hji|Gi∥ϕui(s, x)− u∗i ∥2ds,

≤ sup
−σ≤s≤0

n∑
i=1

[ 1āi +
m∑
j=1

( max
1≤i≤n

|hji|Gi)

·
0∫

−σ
eα(s+σ)ds]∥ϕui(s, x)− u∗i ∥2

+ sup
−τ≤s≤0

m∑
j=1

[ 1
d̄j

+
n∑
i=1

( max
1≤j≤m

|cij |Fj)

·
0∫

−τ
eα(s+τ)ds]∥ϕvj (s, x)− v∗j ∥2

≤ sup
−σ≤s≤0

n∑
i=1

[ 1āi +
m∑
j=1

( max
1≤i≤n

|hji|Gi) e
ασ

α ]

· ∥ϕui(s, x)− u∗i ∥2
+ sup

−τ≤s≤0

m∑
j=1

[ 1
d̄j

+
n∑
i=1

( max
1≤j≤m

|cij |Fj) e
ατ

α ]

· ∥ϕvj (s, x)− v∗j ∥2

≤ M̄ [ sup
−σ≤s≤0

n∑
i=1

∥ϕui(s, x)− u∗i ∥2

+ sup
−τ≤s≤0

m∑
j=1

∥ϕvj (s, x)− v∗j ∥2]

= M̄ [∥ϕu − u∗∥2 + ∥ϕv − v∗∥2], t > 0, (27)

where

M̄ = max{max
1≤i≤n

( 1
āi
)

+
m∑
j=1

( max
1≤i≤n

|hji|Gi) e
ασ

α , max
1≤j≤m

( 1
d̄j
)

+
n∑
i=1

( max
1≤j≤m

|cij |Fj) e
ατ

α }.

Since V (0) ≥ V (t), we can obtain
n∑
i=1

1
āi
∥yi∥2 +

m∑
j=1

1
d̄j
∥zj∥2

≤ M̄e−αt[∥ϕu − u∗∥2 + ∥ϕv − v∗∥2], t > 0,

i.e.,
n∑
i=1

∥ui − u∗i ∥2 +
m∑
j=1

∥vj − v∗j ∥2

≤Me−αt[∥ϕu − u∗∥2 + ∥ϕv − v∗∥2], t > 0,

where

M = pM̄ > 1, p = max{max
1≤i≤n

(āi), max
1≤j≤m

(d̄j)}

By Definition 3, the equilibrium point (u∗, v∗) of
system (1) is globally exponentially stable. ⊓⊔

Theorem 9 Under hypotheses (H1)−(H3), then the
unique equilibrium point of system (1) is globally ex-
ponentially stable if

−aiβi + 1
2 āi

m∑
j=1

[|aij |+ |cij |]Fj

+
m∑
j=1

[|bji|+ |hji|]Gi(āi + d̄j) < 0,
(28)

−djγj +
n∑
i=1

[|aij |+ |cij |]Fj(d̄j

+āi) +
1
2 d̄j

n∑
i=1

[|bji|+ |hji|]Gi < 0,
(29)

for i = 1, 2, . . . .n, j = 1, 2, . . . .m.
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Proof. From (28)-(29), by simple calculations, we
can find that the conditions (5)-(6) of theorem 7
are satisfied. By using Theorem 7, system (1) has
a unique equilibrium point. In the following we
will prove the unique equilibrium point (u∗, v∗) =
(u∗1, u

∗
2, · · · , u∗n, v∗1, v∗2, · · · , v∗m)T is globally expo-

nentially stable.
From (22)-(23), we can obtain

∥yi(t)∥2 ≤ āi{ 1
āi
e−aiβit∥yi(0)∥2 +

m∑
j=1

Fj

·
t∫
0

eaiβi(s−t)[|aij∥zj(s)∥2+|cij |∥zj(s−τij)∥2]ds},

(30)
for i = 1, 2, · · · , n, and

∥zj(t)∥2 ≤ d̄j{ 1
d̄j
e−djγjt∥zj(0)∥2 +

n∑
i=1

Gi

·
t∫
0

edjγj(s−t)[|bji|∥yi(s)∥2+|hji|∥yi(s−σji)∥2]ds},

(31)
for j = 1, 2, · · · ,m. Let

Q(t) = eαt
n∑
i=1

āi{ 1
āi
e−aiβit∥yi(0)∥2

+
m∑
j=1

Fj
t∫
0

eaiβi(s−t)[|aij∥zj(s)∥2

+|cij |∥zj(s− τij)∥2]ds}

+eαt
m∑
j=1

d̄j{ 1
d̄j
e−djγjt∥zj(0)∥2

+
n∑
i=1

Gi
t∫
0

edjγj(s−t)[|bji|∥yi(s)∥2

+|hji|∥yi(s− σji)∥2]ds},

(32)

where α is given by Lemma 6.
From (30)-(31), we have

eαt[

n∑
i=1

∥yi(t)∥2 +
m∑
j=1

∥zj(t)∥2] ≤ Q(t). (33)

By calculation, we have

D+Q(t) ≤ eαt
n∑
i=1

[α−aiβi+
m∑
j=1

d̄jGi|bji|]∥yi(t))∥2

+ eαt
m∑
j=1

[α− djγj +
n∑
i=1

āiFj |aij |]∥zj(t))∥2

+ eαt
n∑
i=1

āi
m∑
j=1

Fj |cij |∥zj(t− τij))∥2

+eαt
m∑
j=1

d̄j

n∑
i=1

Gi|hji|∥yi(t− σji))∥2. (34)

We consider the following Lyapunov functional
V (t) = Q(t)

+
n∑
i=1

āi
m∑
j=1

|cij |Fj
t∫

t−τij
eα(s+τij)∥zj(s)∥2ds

+
m∑
j=1

d̄j

n∑
i=1

|hji|Gi

t∫
t−σji

eα(s+σji)∥yi(s)∥2ds, (35)

Calculate the rate of change of V (t) we derive
D+V (t) = D+Q(t)

+eαt
n∑
i=1

āi
m∑
j=1

|cij |Fj [eατij∥zj(t)∥2−∥zj(t−τij)∥2]

+eαt
m∑
j=1

d̄j
n∑
i=1

|hji|Gi[eασji∥yi(t)∥2−∥yi(t−σji)∥2]

≤ eαt
n∑
i=1

[α− aiβi +
m∑
j=1

d̄jGi|bji|]∥yi(t)∥2

+ eαt
m∑
j=1

[α− djγj +
n∑
i=1

āiFj |aij |]∥zj(t)∥2

+ eαt
n∑
i=1

āi
m∑
j=1

Fj |cij |∥zj(t− τij)∥2

+ eαt
m∑
j=1

d̄j
n∑
i=1

Gi|hji|∥yi(t− σji)∥2.

+ eαt
n∑
i=1

āi
m∑
j=1

|cij |Fj [eατ∥zj(t)∥2 − ∥zj(t− τij)∥2]

+ eαt
m∑
j=1

d̄j
n∑
i=1

|hji|Gi[eασ∥yi(t)∥2−∥yi(t−σji)∥2]

= eαt
n∑
i=1

[α− aiβi +
m∑
j=1

d̄j |bji|Gi

+ eασ
m∑
j=1

d̄j |hji|Gi}∥yi∥2

+ eαt
m∑
j=1

[α− djγj

+

n∑
i=1

āi|aij |Fj + eατ
n∑
i=1

āi|cij |Fj}∥zj |2. (36)

By (28)-(29) and Lemma 6, we have

α− aiβi +

m∑
j=1

d̄j |bji|Gi + eασ
m∑
j=1

d̄j |hji|Gi ≤ 0,

α− djγj +

n∑
i=1

āi|aij |Fj + eατ
n∑
i=1

āi|cij |Fj ≤ 0,

for i = 1, 2, . . . .n, j = 1, 2, . . . .m.

From (36), we can find D+V (t) ≤ 0, and so
V (t) ≤ V (0), for all t ≥ 0. From (35) and (32),
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we have

V (0) = Q(0)

+
n∑
i=1

āi
m∑
j=1

|cij |Fj
0∫

−τij
eα(s+τij)∥zj(s)∥2ds

+
m∑
j=1

d̄j
n∑
i=1

|hji|Gi
0∫

−σji
eα(s+σji)∥yi(s)∥2ds

≤
n∑
i=1

∥yi(0)∥2 +
m∑
j=1

∥zj(0)∥2

+
n∑
i=1

āi
m∑
j=1

|cij |Fj
0∫

−τ
eα(s+τ)∥zj(s)∥2ds

+
m∑
j=1

d̄j
n∑
i=1

|hji|Gi
0∫

−σ
eα(s+σ)∥yi(s)∥2ds

≤
n∑
i=1

∥ϕui(0, x)− u∗i ∥2 +
m∑
j=1

∥ϕvj (0, x)− v∗j ∥2

+
n∑
i=1

āi max
1≤j≤m

(Fj |cij |)
0∫

−τ
eα(s+τ)

m∑
j=1

∥zj(s)∥2ds

+
m∑
j=1

d̄j max
1≤i≤n

(Gi|hji|)
0∫

−σ
eα(s+σ)

n∑
i=1

∥yi(s)∥2ds

≤ sup
−σ≤s≤0

n∑
i=1

[1 + eασ

α

m∑
j=1

max
1≤i≤n

(Gi|hji|)]

·∥ϕui(s, x)− u∗i ∥2
+ sup

−τ≤s≤0

m∑
i=j

[1 + eατ

α

n∑
i=1

max
1≤j≤m

(Fj |cij |)]

·∥ϕvj (s, x)− v∗j ∥2
= [1 + eασ

α

m∑
j=1

max
1≤i≤n

(Gi|hji|)]∥ϕu − u∗∥2

+[1 + eατ

α

n∑
i=1

max
1≤j≤m

(Fj |cij |)]∥ϕv − v∗∥2

= M̄ [∥ϕu − u∗∥2 + ∥ϕv − v∗∥2], t > 0,
(37)

where M̄ = max{1 + eασ

α

m∑
j=1

max
1≤i≤n

(Gi|hji|), 1 +

eατ

α

n∑
i=1

max
1≤j≤m

(Fj |cij |)} > 1.

Since Q(t) ≤ V (t) ≤ V (0), from (33) and (37),
we have

n∑
i=1

∥yi∥2 +
m∑
j=1

∥zj∥2

≤ M̄e−αt[∥ϕu − u∗∥2 + ∥ϕv − v∗∥2], t > 0,

i.e.,
n∑
i=1

∥ui − u∗i ∥2 +
m∑
j=1

∥vj − v∗j ∥2

≤ M̄e−αt[∥ϕu − u∗∥2 + ∥ϕv − v∗∥2], t > 0.

By Definition 3, the equilibrium point (u∗, v∗) of sys-
tem (1) is globally exponentially stable. ⊓⊔
Remark 1. When ai(ui(t, x)) = dj(vj(t, x)) ≡
1, aij = bji ≡ 0, bi(ui(t, x)) = bi · ui(t, x),

ej(vj(t, x)) = ej · vj(t, x) in (1), where bi and ej are
positive constants, i = 1, 2, · · ·n, j = 1, 2, · · · ,m,
then system (1) is the system (1) in [34]. From
this point, our model is more general. Moreover, by
comparing our paper with reference[34], we find that
the construction of Lyapunov functional and analysis
techniques are different. Therefore, the given algebra
criteria guaranteeing the globally exponential stability
of the equilibrium point are different in this paper and
paper [34], and they will bring different advantages
for those who design and verify these neural networks.

Remark 2. Theorem 7-8 and Theorem 9 are devel-
oped under different assumptions and use of various
lemmas. They provide different sufficient conditions
ensuring the equilibrium point of system (1) to be
unique and exponentially stable. Therefore, we can
select suitable theorems for reaction-diffusion Cohen-
Grossberg-type BAM neural networks with time de-
lays to determine its exponential stability.

4 Examples
This Section, we give two examples for showing our
results.

Example 1. Consider the following reaction-diffusion
Cohen-Grossberg-type BAM neural networks (n =
m = l = 2)

∂ui(t,x)
∂t =

2∑
k=1

∂
∂xk

(Dik
∂ui(t,x)
∂xk

)

−ai(ui(t, x))[bi(ui(t, x))−
2∑
j=1

aijfj(vj(t, x))

−
2∑
j=1

cijfj(vj(t− τij , x))− Ii],

∂vj(t,x)
∂t =

2∑
k=1

∂
∂xk

(Ejk
∂vj(t,x)
∂xk

)

−dj(vj(t, x))[ej(vj(t, x))−
2∑
i=1

bjigi(ui(t, x))

−
2∑
i=1

hjigi(ui(t− σji, x))− Jj ],

(38)
for i = 1, 2, j = 1, 2, where fi(r) = 2 sin r, gi(r) =
cos 2r, ai(r) = 2 + sin r, di(r) = 2 + cos r, bi(r) =
12r, ei(r) = 18r, i = 1, 2.

Since r1, r2 ∈ R,

|fi(r1)− fi(r2)| ≤ 2|r1 − r2|,
|gi(r1)− gi(r2)| ≤ 2|r1 − r2|,
1 ≤ ai(r) ≤ 3, 1 ≤ di(r) ≤ 3,
bi(r1)− bi(r2) = 12(r1 − r2),
ei(r1)− ei(r2) = 18(r1 − r2), i = 1, 2.
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We select Fi = Gi = 2, βi = 12,γi = 18, āi =
3, ai = 1, d̄i = 3, di = 1, a∗i = 1

3 , d
∗
i =

1
3 , i = 1, 2.

Let a11 = 1
4 , a12 = −1

2 , a21 = 1
2 , a22 =

−1
2 , b11 = 1

2 , b12 = −1
2 , b21 = 1

4 , b22 =
1
8 , c11 = 1

4 , c12 = −1
4 , c21 = 1

2 , c22 =
1
2 , h11 = −1

4 , h12 = 1
8 , h21 = 1

4 , h22 = 1
8 , I1 =

3π − 1, I2 = 2π − 2, J1 = 9π − 3
16 , J2 = 18π −

1
8 .
From (38), we get the equation of the equilibriums

12u1 − sin(v1) +
3
2sin(v2)− 3π + 1 = 0,

12u2 − 2sin(v1)− 2π + 2 = 0,
18v1 − 1

4cos(2u1) +
3
8cos(2u2)− 9π + 3

16 = 0,
18v2 − 1

2cos(2u1)−
1
4cos(2u2)− 18π + 1

8 = 0.
(39)

By calculation, we can solve the unique equilibrium
point

(u∗1, u
∗
2, v

∗
1, v

∗
2) = (

π

4
,
π

6
,
π

2
, π).

On the other hand, we have the following results
by simple calculation

−a∗iβi+
1

2

2∑
j=1

[|aij |+∥cij |]Fj+
2∑
j=1

[|bji|+|hji|]Gi < 0,

−d∗jγj+
2∑
i=1

[|aij |+|cij |]Fj+
1

2

2∑
i=1

[|bij |+|hji|]Gi < 0,

for i = 1, 2, j = 1, 2.

It follows from Theorem 7-8 that this system has
one unique equilibrium point, which is globally expo-
nentially stable.

Example 2. For the neural networks described by
system (38), let ai(r) = 3 + sin r, di(r) = 2 +
cos r, i = 1, 2, then have 2 ≤ ai(r) ≤ 4, 1 ≤ di(r) ≤
3, i = 1, 2, we select ai = 2, āi = 4, di = 1,
d̄i = 3, i = 1, 2.

Take

a11 =
1
4 , a12 = −1

2 , a21 =
1
8 , a22 = −1

8 ,
b11 =

1
2 , b12 =

1
8 , b21 =

1
5 , b22 =

1
8 ,

c11 =
1
4 , c12 = −1

4 , c21 =
1
8 , c22 =

1
8 ,

h11 = −1
2 , h12 =

1
8 , h21 =

1
5 , h22 =

1
8 ,

I1 = 6π + 1, I2 = 12π − 1
4 ,

J1 = 3π − 1
4 , J2 = 9π + 3

20 .

The other parameters are the same as that in Example
1.

Figure 1: Three-dimensional view of (t, x, u1) in Ex-
ample 1

Figure 2: Three-dimensional view of (t, x, u2) in Ex-
ample 1

Figure 3: Three-dimensional view of (t, x, v1) in Ex-
ample 1

Figure 4: Three-dimensional view of (t, x, v2) in Ex-
ample 1
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Figure 5: Transient response of state variable
ui(t, x), vi(t, x) in Example 1

From (38), we get the equation of the equilibri-
ums

12u1 − sin(v1) +
3
2 sin(v2)− 6π − 1 = 0,

12u2 − 1
2 sin(v1)− 12π + 1

4 = 0,
18v1 − 1

4 cos(2u2)− 3π + 1
4 = 0,

18v2 − 2
5 cos(2u1)−

1
4 cos(2u2)− 9π − 3

20 = 0.
(40)

By calculation, we can solve the unique equilib-
rium point

(u∗1, u
∗
2, v

∗
1, v

∗
2) = (

π

2
, π,

π

6
,
π

2
).

On the other hand, we have the following results
by simple calculation

−aiβi + 1
2 āi

2∑
j=1

[|aij |+ |cij |]Fj

+
2∑
j=1

[|bji|+ |hji|]Gi(āi + d̄j) < 0,

−djγj +
2∑
i=1

[|aij |+ |cij |]Fj(d̄j + āi)

+1
2 d̄j

2∑
i=1

[|bji|+ |bji|]Gi < 0,

for i, j = 1, 2.
It follows from Theorem 9 that this system has

one unique equilibrium point, which is globally expo-
nentially stable.

Remark 3. By simple calculations, we can find that
the conditions (28)-(29) of Theorem 9 aren’t satisfied
for the system in Example 1, while for the system in
Example 4.2, conditions (5)-(6) of Theorem 8 aren’t
satisfied. Therefore, Theorem 3.2 are suitable for the
exponential stability of the system in Example 1, but
Theorem 9 isn’t; and Theorem 9 is suitable for the
exponential stability of the system in Example 2, but
Theorem 8 is not. The above two examples show that
all the Theorems 8-9 in this paper have advantages in
different problems and applications.

Figure 6: Three-dimensional view of (t, x, u1) in Ex-
ample 2

Figure 7: Three-dimensional view of (t, x, u2) in Ex-
ample 2

Figure 8: Three-dimensional view of (t, x, v1) in Ex-
ample 2

Figure 9: Three-dimensional view of (t, x, v2) in Ex-
ample 2
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Figure 10: Transient response of state variable
ui(t, x), vi(t, x) in Example 2

5 Conclusions
Under different assumption conditions, three theo-
rems are given to ensure the existence, uniqueness
and the exponential stability of the equilibrium point
for a reaction-diffusion Cohen-Grossberg-type BAM
neural networks with time delays by constructing a
suitable Lyapunov functional, utilizing some analyti-
cal techniques. Two examples are given to show the
effectiveness of the results. The given algebra condi-
tions are easily verifiable and useful in theories and
applications.
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